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[image: ]Theme: Installing Docker
Most users set up Docker’s repositories and install from them, for ease of installation and upgrade tasks. This is the recommended approach.

Install using the repository
1. Update the apt package index:$ sudo apt-get update




2. Install packages to allow apt to use a repository over HTTPS:  $ sudo apt-get install \ apt-transport-https \ ca-certificates \ curl \ software-properties-common







3. Add Docker’s official GPG key:$ curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key add -




4. Verify that you now have the key with the fingerprint 9DC8 5822 9FC7 DD38 854A E2D8 8D81 803C 0EBF CD88, by searching for the last 8 characters of the fingerprint.  $ sudo apt-key fingerprint 0EBFCD88

pub   4096R/0EBFCD88 2017-02-22
      Key fingerprint = 9DC8 5822 9FC7 DD38 854A  E2D8 8D81 803C 0EBF CD88
uid                  Docker Release (CE deb) <docker@docker.com>
sub   4096R/F273FCD8 2017-02-22






5. Use the following command to set up the stable repository. You always need the stable repository, even if you want to install builds from the edge or test repositories as well. To add the edge or test repository, add the word edge or test (or both) after the word stable in the commands below.·  Note: The lsb_release -cs sub-command below returns the name of your Ubuntu distribution, such as xenial. Sometimes, in a distribution like Linux Mint, you might have to change $(lsb_release -cs) to your parent Ubuntu distribution. For example, if you are using Linux Mint Rafaela, you could use trusty.






  amd64:
·  $ sudo add-apt-repository \ "deb [arch=amd64] https://download.docker.com/linux/ubuntu \ $(lsb_release -cs) \ stable"
sudo add-apt-repository "deb [arch=amd64] https://download.docker.com/linux/ubuntu $(lsb_release -cs) stable"






Install Docker CE
1. Update the apt package index.
	$ sudo apt-get update



2. Install the latest version of Docker CE, or go to the next step to install a specific version. Any existing installation of Docker is replaced.	$ sudo apt-get install docker-ce





Got multiple Docker repositories?
If you have multiple Docker repositories enabled, installing or updating without specifying a version in the apt-get install or apt-get update command will always install the highest possible version, which may not be appropriate for your stability needs.
3. On production systems, you should install a specific version of Docker CE instead of always using the latest. This output is truncated. List the available versions.	$ apt-cache madison docker-ce

docker-ce | 17.09.0~ce-0~ubuntu | https://download.docker.com/linux/ubuntu xenial/stable amd64 Packages






The contents of the list depend upon which repositories are enabled. Choose a specific version to install. The second column is the version string. The third column is the repository name, which indicates which repository the package is from and by extension its stability level. To install a specific version, append the version string to the package name and separate them by an equals sign (=):$ sudo apt-get install docker-ce=<VERSION>





The Docker daemon starts automatically.
4. Verify that Docker CE is installed correctly by running the hello-world image.
 $ sudo docker run hello-world




This command downloads a test image and runs it in a container. When the container runs, it prints an informational message and exits.grant@grant-HP:~$ sudo docker run hello-world 
Unable to find image 'hello-world:latest' locally 
latest: Pulling from library/hello-world 
ca4f61b1923c: Pull complete  
Digest: sha256:be0cd392e45be79ffeffa6b05338b98ebb16c87b255f48e297ec7f98e123905c 
Status: Downloaded newer image for hello-world:latest 
Hello from Docker! 
This message shows that your installation appears to be working correctly. 
To generate this message, Docker took the following steps: 
1. The Docker client contacted the Docker daemon. 
2. The Docker daemon pulled the "hello-world" image from the Docker Hub. 
   (amd64) 
3. The Docker daemon created a new container from that image which runs the 
   executable that produces the output you are currently reading. 
4. The Docker daemon streamed that output to the Docker client, which sent it 
   to your terminal. 

To try something more ambitious, you can run an Ubuntu container with: 
$ docker run -it ubuntu bash 
Share images, automate workflows, and more with a free Docker ID: 
https://cloud.docker.com/ 
For more examples and ideas, visit: 
https://docs.docker.com/engine/userguide/



















Docker CE is installed and running. You need to use sudo to run Docker commands. Continue to Linux postinstall to allow non-privileged users to run Docker commands and for other optional configuration steps.

Jupyter Notebook Python, Scala, R, Spark, Mesos Stack

What it Gives You
· Jupyter Notebook 5.2.x
· Conda Python 3.x environment
· Conda R 3.3.x environment
· Scala 2.11.x
· pyspark, pandas, matplotlib, scipy, seaborn, scikit-learn pre-installed for Python
· ggplot2, rcurl preinstalled for R
· Spark 2.2.0 with Hadoop 2.7 for use in local mode or to connect to a cluster of Spark workers
· Mesos client 1.2 binary that can communicate with a Mesos master
· spylon-kernel
· Unprivileged user jovyan (uid=1000, configurable, see options) in group users (gid=100) with ownership over /home/jovyan and /opt/conda
· tini as the container entrypoint and start-notebook.sh as the default command
· A start-singleuser.sh script useful for running a single-user instance of the Notebook server, as required by JupyterHub
· A start.sh script useful for running alternative commands in the container (e.g. ipython, jupyter kernelgateway, jupyter lab)
· Options for a self-signed HTTPS certificate and passwordless sudo

See the following URL for more details:
https://github.com/jupyter/docker-stacks/tree/master/all-spark-notebook




Installing jupyter/all-spark-notebook

$ sudo docker search spark




[image: ]
$ sudo docker pull jupiter/all-spark-notebook



$ sudo docker images




[image: ]






Both commands above start up the jupyter/all-spark-notebook container however use the second command as this creates a directory from which Docker can read files. That is, it creates the /home/spark directory on Docker and points to the local directory /home/grant/GrantPrivate/USC/spark $ sudo docker run -it --rm -p 8888:8888 jupyter/all-spark-notebook

$ sudo docker run -it --rm -v /home/grant/GrantPrivate/USC/spark:/home/spark -p 8888:8888 jupyter/all-spark-notebook








[image: ]


Take the highlighed URL: http://localhost:8888/?token=efcc570f52247ee2150a465d3acf69fc48f3edb708b60e9f above and add it to your web browser. This will then bring up the Jupyter front end GUI as shown below: 

[image: ]
$ sudo docker ps




[image: ]

In the Jupyter front end GUI go to the top left and click on ‘New’ this will then drop down a select box. Select ‘Python 3’ (see below)
[image: ]
[bookmark: _GoBack]We are now read to start coding in Python (see below).
[image: ]
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jrant@grant-HP:~% sudo docker run -it --rm -v /home/grant/GrantPrivate/USC/spark:/home/spark -p 8888:8888 jupyter/all-spark-notebook

ecute the command: jupyter
23:57:33.805 NotebookApp]
23:57:37.460 NotebookApp]
23:57:37.676 NotebookApp]
23:57:37.737 NotebookApp]
23:57:37.737 NotebookApp]
23:57:37.737 NotebookApp]
23:57:37.737 NotebookApp]
23:57:37.737 NotebookApp]
23:57:37.738 NotebookApp]

Copy/paste this URL into
%o login with a token

notebook
Writing notebook server cookie secret to /home/jovyan/.local/share/jupyter/runt ine/notebook_cookie_secret
WARNING: The notebook server is listening on all IP addresses and not using encryption. This is not recommended
JupyterLab alpha preview extension loaded from /opt/conda/Lib/python3.6/site-packages/jupyteriab

Serving notebooks from local directory: /home/jovyan

0 active kernels

The Jupyter Notebook is running at

http://[all ip addresses on your systen]:8888/?token=efcc570752247ee2150a46503ac 697 4B 3edb708b60EIT

Use Control-C to stop this server and shut down all kernels (twice to skip confirmation

your brouser when you connect for the first time,

(1 23:58:01.603 NotebookApp]

302 GET /7toke

Tce570752247ce2150a46503ac 1697451 3edb708bG0IT (172.17.0.1) 0.39ns
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grant@grant-HP:~$ sudo docker ps
CONTAINER 1D HAGE comanp CREATED STATUS PORTS NAMES
9c3ac0359e47 jupyter/all-spark-notebook  *tini -- start-noteb.” 5 minutes ago Up 5 minutes 0.0.0.0:8888->8888/tcp  quizzical_visvesvaraya
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grant@grant-HP:~$
[sudo] password for grant
NAME

sequenceia/spark
jupyter/all-spark-notebook
gettyinages/spark
nesosphere/spark
stngularities/spark
andypetrella/spark-notebook
velvia/spark-jobserver
p7hb/docker-spark
uhopper/hadoop-spark
shopkeep/spark

takaonag/ spark
radanalyticsio/openshift-spark
dpatriot/docker-spark
logitravel/spark-docker
narisekhon/spark
sparkserver/spark-server
qurvin/spark-jupyter-notebook
sparklyballs/krusader
nesosphere/spark-dev

bigstepinc/spark_hdfs_datalake 2.1.0

keldato/spark
webganes/spark

duli/spark-mesos
jaegertracing/spark-dependencies
quilt/spark

DESCRIPTION
An easy way to try Spark

Jupyter Notebook Python, Scala, R, Spark, Me.
A debian:jessie based Spark container

DCOS Spark

Apache Spark

Docker inage for the Sparklotebook

Official contatner for REST Spark Job Server.
Docker tnage for Apache Spark.

Spark VARN submitter and HistoryServer
Docker contatner with Spark, Scala, SBT, and
Apache Spark

Apache Spark image for Openshift (Kubernetes)
spark

Apache Spark image to deploy standalone clus.
Apache Spark (tags 1.3 - 1.6)

The spark-server is a Node.js REST interface.
Jupyter Notebook to be used with Spark in Ku.

spark testing

This is the official Docker Image for Bigste.
Spark contatner for use by Kelda (kelda.io)

spark

The docker image for spark jobs to run on a

Spark job for dependency Links

Spark container for use by Quilt (quilt.io)

STARS OFFICIAL

AUTOMATED
[CS]
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[ox1

[oK]
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[oK]
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[oK]
[oK]
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grant@grant-fF:~% sudo docker lmages

REPOSTTORY TaG HAGE T CREATED sze
vasxdocker/friendlyhello vl 3acco7dbaldal 4 weeks ago 14818
ict707server3 tatest B1r828bcoane 4 weeks ago 4.668
ict707server2 tatest odrsicdscese 4 ueeks ago 4.668
2b3bad74b: 5
netlo-wortd Tatest 12291732366¢ 7 veeks ago 1.85kB

orantagrant-Hp:~s I




