
2 Cartesian tensors

2.1 Change of basis

Let V denote a three-dimensional (Euclidean) vector space, and select right-handed or-

thonormal basis vectors e1, e2, e3 for V so that

ei · ej = δij =

{
1 if i = j

0 if i 6= j.
(2.1)

Then, in the summation convention, any vector v can be written as

v = viei (2.2)

with respect to the chosen basis.

e1

e2

e3

e′1

e′2
e′3

Now choose a second orthonormal basis e′1, e
′
2, e
′
3. Again, we have the connections

e′i · e′j = δij, (2.3)

and we may also decompose v with respect to this new basis as

v = v′ie
′
i. (2.4)

Since V has three dimensions, e′i must be expressible as a linear combination of e1, e2, e3

for each i ∈ {1, 2, 3}. We write this in the form

e′i = lijej (i ∈ {1, 2, 3}; sum over j). (2.5)

It follows from (2.5) that

lij = e′i · ej, (2.6)
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which are the so-called direction cosines of e′i relative to ej.

From (2.3) and (2.5) we have

δij = e′i · e′j = (likek) · e′j = lik(e
′
j · ek) = likljk,

and similarly

lkilkj = δij.

Thus

likljk = δij = lkilkj. (2.7)

In matrix notation, defined by L ≡ (lij)i,j=1,2,3 ∈ M3×3(R), I ≡ (δij)i,j=1,2,3 ∈ M3×3(R),

equations (2.7) may be expressed as

LLT = I = LTL, (2.8)

from which it follows that det(LLT ) = 1 and hence detL = ±1. Thus, L is an orthogonal

matrix. If detL = +1 then L is said to be proper orthogonal, and it represents a rotation,

while if detL = −1 then L is said to be improper orthogonal, and it represents a rotation

combined with a reflection.

We now have

like
′
i = liklijej = δjkej = ek,

and, combining this with (2.5), we obtain the connections

e′i = lijej, ei = ljie
′
j. (2.9)

Also, since

v = vjej = vjlije
′
i, v = v′ie

′
i

we obtain v′i = lijvj, and, similarly, vi = ljiv
′
j. Thus, the components of a vector transform

in the same way as the basis vectors under a change of basis — compare (2.9) with

v′i = lijvj, vi = ljiv
′
j. (2.10)

Examples

1. If the origin is fixed then the components of the position vector x transform according

to

x′i = lijxj, xj = lijx
′
i,

and it follows that

lij =
∂x′i
∂xj

=
∂xj
∂x′i

.
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2. The transformation of basis vectors defined by

L =

 cos θ sin θ 0

− sin θ cos θ 0

0 0 1


leaves e3 unchanged and represents an anticlockwise rotation through an angle θ in the

(1, 2)-plane.

3. The transformation of basis vectors defined by

L =

 cos 2α sin 2α 0

sin 2α − cos 2α 0

0 0 1


represents a rotation through an angle 2α about e3 followed by a reflection in e′1 in the

(1, 2)-plane.

2.2 Definition of a Cartesian tensor

The following definition relates to the three-dimensional space V , but is equally applicable

to vector spaces of higher dimension.

A second-order tensor T is a linear mapping T : V → V .

If we consider V in conjunction with the set of all possible right-handed orthonormal basis

vectors related by (2.9) with L proper orthogonal then T is referred to as a Cartesian

tensor, and its components Tij and T ′ij relative to the bases {ei} and {e′i} respectively

are related by

T ′ij = lipljqTpq. (2.11)

The transformation rule (2.11) can be established as follows. Let u ∈ V and let v =

Tu ∈ V , so that

vi = Tijuj, v′i = T ′iju
′
j

with respect to bases {ei} and {e′i} respectively. But, since u and v are vectors, we have

v′i = lipvp, u′j = ljquq.

Hence

lipTpquq = lipvp = T ′ijljquq,

which may be re-written as

(lipTpq − T ′ijljq)uq = 0.
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This must hold for all choices of uq. Hence

lipTpq − T ′iplpq = 0.

Multiplication of this by ljq then gives

lipljqTpq − T ′ip(lpqljq) = 0,

i.e.

T ′ij = lipljqTpq,

as required.

In matrix notation, we write

[T]′ = L[T]LT .

Analogously to (2.11), a Cartesian tensor of order n – in brief CT(n) – has components

Tijk... (with n indices i, j, k, . . . ) which transform according to the rule

T ′ijk... = lipljqlkr . . . Tpqr... (2.12)

under a change of orthonormal basis. [More generally, T is referred to as multilinear

mapping over V , but we shall not use this terminology in this course.]

Examples

1. A scalar is CT(0): α′ = α.

2. A vector is CT(1): v′i = lijvj.

3. The dyadic (or tensor) product of two vectors u and v, denoted by u ⊗ v, is CT(2).

Its components are defined by (u⊗ v)ij = uivj, and the transformation rule is simply

(u⊗ v)′ij = u′iv
′
j = lipupljqvq = lipljqupvq = lipljq(u⊗ v)pq.

4. The Kronecker delta is CT(2):

δ′ij = e′i · e′j = (lipep) · (ljqeq)
= lipljq(ep · eq)
= lipljqδpq (= δij)

Note that the components of the Kronecker delta are the same for all (orthonormal)

bases. The Kronecker delta is an example of an isotropic tensor. Isotropic tensors will

be discussed later.

8



2.3 The tensor product notation

The tensor product notation has been defined in Example 3 above. An alternative def-

inition (without reference to choice of basis) is as follows. For a given pair of vectors u

and v the tensor product u⊗ v is defined by the identity

(u⊗ v)a = (v · a)u for all a ∈ V . (2.13)

The component form of (2.13) with respect to the basis {ei} is

(u⊗ v)ijaj = vjajui for all a ∈ V ,

and this is equivalent to the definition given in Example 3.

Important note: in general, a CT(2) cannot be represented as the tensor product of

two vectors, i.e. a given T cannot be written in the form u ⊗ v for any pair of vectors

u,v ∈ V . However, T can always be written as a linear combination of products of the

form u⊗ v; the reason for this is as follows.

Note that if α and β are scalars and S and T are CT(2) then αS + βT is also CT(2). It

follows that the set of all CT(2)s forms a vector space (not the same as V ). This space

has dimension 9 = 32 (note that Tij has 9 components — T11, T12, T13, . . . , T33). A basis

‘vector’ for this 9-dimensional space can be written as ei⊗ ej — there are 9 such objects

altogether:
e1 ⊗ e1 e1 ⊗ e2 e1 ⊗ e3

e2 ⊗ e1 e2 ⊗ e2 e2 ⊗ e3

e3 ⊗ e1 e3 ⊗ e2 e3 ⊗ e3.

Note, in particular, that e1 ⊗ e2 6= e2 ⊗ e1.

Thus, T may be written in the form

T = Tijei ⊗ ej (sum over i and j) (2.14)

≡ T11e1 ⊗ e1 + T12e1 ⊗ e2 + T13e1 ⊗ e3

+T21e2 ⊗ e1 + T22e2 ⊗ e2 + T23e2 ⊗ e3

+T31e3 ⊗ e1 + T32e3 ⊗ e2 + T33e3 ⊗ e3

If we choose a second basis e′i ⊗ e′j then we may also write

T = T ′ije
′
i ⊗ e′j. (2.15)

Consider the operation of T on a vector u:

Tu = (Tijei ⊗ ej)u by (2.14)

= Tij(u · ej)ei by (2.13)

= Tijujei.
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Thus,

(Tu)i = Tijuj.

More particularly,
Tej = (Tpqep ⊗ eq)ej

= Tpq(eq · ej)ep
= Tpqδqjep = Tpjep

and hence

ei · (Tej) = Tpjei · ep = Tpjδip = Tij.

For a given T and choice of basis {ei}, therefore, we may define the components Tij by

Tij = ei · (Tej) ≡ (Tej) · ei. (2.16)

2.4 The transpose of a CT(2)

The transpose TT of T is defined via the identity

(Tu) · v ≡ (TTv) · u for all u,v ∈ V . (2.17)

Taking u = ej,v = ei in (2.17) and using (2.16) we deduce that

Tij = (TT )ji,

as might be expected. Note that

(a⊗ b)T = b⊗ a.

Definition

T is symmetric if TT = T

T is skewsymmetric or antisymmetric if TT = −T

Note that a symmetric CT(2) has 6 independent components and a skewsymmetric CT(2)

has 3 independent components, and that any CT(2) T can be written as the sum of a

symmetric and an antisymmetric part:

T =
1

2
(T + TT ) +

1

2
(T−TT ). (2.18)

2.5 The axial vector associated with a skewsymmetric CT(2)

If W is a skewsymmetric CT(2) then there exists a vector w ∈ V (called the axial vector

of W) such that

Wv = w × v for all v ∈ V . (2.19)
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Proof. Since W is skewsymmetric (Wij = −Wji) it may be written

W = W23(e2 ⊗ e3 − e3 ⊗ e2) +W13(e1 ⊗ e3 − e3 ⊗ e1) +W12(e1 ⊗ e2 − e2 ⊗ e1).

Then, using (2.13), we obtain

Wv = W23v3e2 −W23v2e3 +W13v3e1 −W13v1e3 +W12v2e1 −W12v1e2

= (W13v3 +W12v2)e1 + (−W12v1 +W23v3)e2 + (−W23v2 −W13v1)e3.

By writing w1 = −W23, w2 = W13, w3 = −W12 this becomes

Wv = (w2v3 − w3v2)e1 + (w3v1 − w1v3)e2 + (w1v2 − w2v1)e3

≡ w × v.

2.6 Scalar product of a CT(2)

The vector space CT(2) has a natural scalar product :

S ·T ≡ tr(STT) = tr(STT ) = SijTij.

It is straightforward to prove that

(a) if S is symmetric,

S ·T = S ·TT = S ·
[

1

2
(T + TT )

]
;

(b) if W is skew-symmetric,

W ·T = −W ·TT = W ·
[

1

2
(T−TT )

]
;

(c) if S is symmetric and W is skew-symmetric,

S ·T = 0;

(d) if T · S = 0 for every S ∈CT(2), then T = O;

(e) if T · S = 0 for every symmetric tensor S ∈CT(2), then T is skew-symmetric;

(f ) if T · S = 0 for every tensor skew-symmetric S ∈CT(2), then T is symmetric.

A second-order Cartesian tensor T is invertible if there exists a tensor T−1, called the

inverse of T, such that

TT−1 = I = T−1T.

It can be proved that T is invertible if and only if det T 6= 0.
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The identities

det(ST) = det S det T,

det TT = det T,

det(T−1) = (det T)−1,

(ST)−1 = T−1S−1,

(T−1)T = (TT )−1

will be useful. For convenience, we use the abbreviation

S−T ≡ (S−1)T .

A tensor Q ∈CT(2) is orthogonal if it preserves the scalar products:

Qu ·Qv = u · v ∀u,v ∈ V . (2.20)

The following proposition gives a characterization of orthogonal tensors.

Proposition 1. A necessary and sufficient condition that Q be orthogonal is that

QTQ = I.

A second-order tensor T is positive definite provided

u ·Tu > 0 ∀u ∈ V − {0}.

Throughout this course we will use the following notation

Lin+ = {T ∈ CT(2) : det T > 0},
Sym = {T ∈ CT(2) : TT = T},
Skw = {T ∈ CT(2) : TT = −T},
Psym = {T ∈ Sym : T positive definite},
Orth = {T ∈ CT(2) : T orthogonal},
Orth+ = {T ∈ Orth : det T = 1}.

2.7 Contraction of tensors

Let T be a CT(n) with components Tijk...pq... with respect to the basis {ei}. Set q = k and

sum over k. These indices are then said to be contracted, and the effect of this operation

is to produce a CT(n− 2). This procedure is illustrated by the following examples.

Examples
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1. Suppose Tij are the components of a CT(2), so that, under a transformation of basis,

they change according to

T ′ij = lipljqTpq.

Contraction of i with j gives

T ′ii = lipliqTpq = δpqTpq = Tpp = Tii.

Thus, Tii is a CT(0). In fact, it is an example of a scalar invariant of T, called the trace

of T, denoted tr(T).

2. Under contraction the tensor product u⊗v becomes the scalar product u ·v since the

components uivj contract to uivi.

3. If Tijkl are the components of a CT(4) then

T ′ijkl = lipljqlkrllsTpqrs.

Contraction of the indices k and l gives

T ′ijkk = lipljqδrsTpqrs = lipljqTpqrr,

so that Tijkk are the components of a CT(2). [The proof in the general case is similar.]

2.8 The determinant of a CT(2)

Recall from Section 0 that if u,v,w ∈ V then their triple scalar product may be written

as a determinant

u · (v ×w) =

∣∣∣∣∣∣
u1 v1 w1

u2 v2 w2

u3 v3 w3

∣∣∣∣∣∣
or, equivalently, in terms of the alternating symbol, as

εpqrupvqwr =

∣∣∣∣∣∣
u1 v1 w1

u2 v2 w2

u3 v3 w3

∣∣∣∣∣∣ .
It follows that if Tij are the components of a CT(2) then

εpqrTpiTqjTrk =

∣∣∣∣∣∣
T1i T1j T1k

T2i T2j T2k

T3i T3j T3k

∣∣∣∣∣∣ .
By considering different values of i, j, k we may deduce that∣∣∣∣∣∣

T1i T1j T1k

T2i T2j T2k

T3i T3j T3k

∣∣∣∣∣∣ = [det(Tmn)]εijk,
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where

det(Tmn) =

∣∣∣∣∣∣
T11 T12 T13

T21 T22 T23

T31 T32 T33

∣∣∣∣∣∣ .
Hence

εpqrTpiTqjTrk = [det(Tmn)]εijk. (2.21)

In particular, by taking i = 1, j = 2, k = 3, we obtain an expression for det(Tmn), namely

det(Tmn) = εpqrTp1Tq2Tr3. (2.22)

An alternative expression for det(Tmn) can be obtained by multiplying (2.20) by εijk and

noting that

εijkεpqk = δipδjq − δiqδjp, εijkεijk = 6,

to give

det(Tmn) =
1

6
εijkεpqrTpiTqjTrk. (2.23)

Important example

The result (2.21) applies for any matrix (Tij). In particular, application to (lij) and use

of the fact that (lij) is proper orthogonal, so that det(lij) = 1, leads to

εijk = εpqrlpilqjlrk. (2.24)

This indicates that εijk are the components of a third-order isotropic tensor — see Section

2.9 for further discussion of isotropic tensors.

Example

We show that det(Tij) is independent of the choice of (orthonormal) basis.

det(T ′ij) = ε′pqrT
′
p1T

′
q2T

′
r3 using (2.22)

= εpqr(lpil1jTij)(lqkl2lTkl)(lrml3nTmn)

using (2.24) and (2.12)

= εpqrlpilqklrml1jl2ll3nTijTklTmn

= εikmTijTklTmnl1jl2ll3n

using (2.24) and rearranging

= [det(Tij)]εjlnl1jl2ll3n using (2.21)

= det(Tij)ε123 (using (2.24))

= det(Tij).

This allows us to define the determinant, det T, of a CT(2) as det(Tij) for any choice of

(orthonormal) basis. It is a scalar invariant of T.
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2.9 Isotropic tensors

Definition: if the components of a CT(n) T are unchanged under arbitrary rotations of

orthonormal bases then T is said to be isotropic.

Examples

1. CT(0): all scalars are isotropic.

2. CT(1): 0 is the only isotropic vector.

This may be proved as follows. To satisfy the definition of isotropy we require

lijuj ≡ u′i = ui for all rotations (lij).

We are free to choose lij to be any rotation. The choice

lij =

 0 1 0

−1 0 0

0 0 1


(representing a rotation of π/2 about e3) leads to u1 = u2 = 0. Any other choice leads

immediately to u3 = 0 and hence u = 0.

3. CT(2): scalar multiples of δij are the only isotropic CT(2).

For isotropy we require

lipljqupq ≡ u′ij = uij for all rotations (lij).

The same choice as in Example 2 gives u11 = u22, u13 = u23 = 0. Choosing (lij) to

represent a rotation through π/2 about e1 instead of e3 gives u22 = u33, u21 = u31 = 0

etc. and we finish up with uij = u11δij, where u11 is an arbitrary scalar.

4. CT(3): scalar multiples of εijk are the only isotropic CT(3).

This can be proved in a similar way to the proof given in Example 2 (details are omitted

since they are a bit tedious).

5. CT(4): the only independent isotropic CT(4)s with free indices i, j, k, l are scalar

multiples of

δijδkl, δikδjl, δilδjk

and the most general isotropic CT(4) has components of the form

αδijδkl + βδikδjl + γδilδjk,
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where α, β, γ are arbitrary scalars (the proof follows the same pattern as before and is

omitted).

6. We use the result of Example 5 to prove the identity

εijkεpqk = δipδjq − δiqδjp.

Since εijk is isotropic CT(3) it follows that εijkεpqr is isotropic CT(6) and hence, on

contraction, we deduce that εijkεpqk is isotropic CT(4). But, the most general isotropic

CT(4) has the form given in Example 5, so we can write

εijkεpqk = αδijδpq + βδipδjq + γδiqδjp.

Setting ij = 11, pq = 22 in the above leads to α = 0. Next, setting ij = pq = 11 gives

β + γ = 0 and finally ij = pq = 12 gives β = 1. Hence the identity is established.

7. For tensors of higher order than 4 we note here that if n is even then the only isotropic

CT(n)s are linear combinations of products of Kronecker deltas, while if n is odd the only

isotropic CT(n)s are linear combinations of the products of one alternating symbol and

an appropriate number of Kronecker deltas.

2.10 Eigenvalues and eigenvectors of a second-order tensor

Let T be a second-order tensor. A scalar λ is an eigenvalue of T if there exists a non-zero

vector u ∈ V such that

Tu = λu, (2.25)

in which case u is called an eigenvector of T corresponding to the eigenvalue λ.

The set of homogeneous equations (2.25) has non-trivial solutions if and only if

det(T− λI) = 0. (2.26)

This is called the characteristic equation for T, which is a third-degree algebraic equation

in λ. Therefore any second-order tensor has at least one real eigenvalue and at most three

real eigenvalues. The list of the eigenvalues of T in which each eigenvalue is repeated a

number of times equal to its algebraic multiplicity is called the spectrum of T.

Proposition 2. The eigenvalues of a positive definite second-order tensor are strictly

positive.

Proof. Let λ be an eigenvalue of a positive definite tensor T, and let u be a corresponding

eigenvector, i.e. Tu = λu. Then, since u 6= 0, λ|u|2 = u ·Tu > 0 and thus λ > 0.

Expansion of the determinant (2.26) leads to the equation

λ3 − I1(T)λ2 + I2(T)λ− I3(T) = 0, (2.27)
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where
I1(T) = trT,

I2(T) =
1

2

[
(trT)2 − trT2

]
,

I3(T) = det T.

 (2.28)

These quantities are called the principal invariants of T. This terminology follows from

the invariance of the trace and the determinant of a second-order tensor under change of

basis of V .

Cayley-Hamilton theorem: Every second-order tensor T satisfies its own character-

istic equation

T3 − I1(T)T2 + I2(T)T− I3(T)I = O. (2.29)

2.11 Symmetric second-order tensors

For symmetric second-order tensors the results of the previous section can be made more

specific. Let T be a symmetric CT(2). Consider the quadratic form

φ(x) ≡ (Tx) · x ≡ Tijxjxi
≡ T11x

2
1 + · · ·+ 2T12x1x2 + . . .

(2.30)

The equation

φ(x) = c, (2.31)

where c is a constant, defines a quadratic surface (ellipsoid, paraboloid or hyperboloid).

For example, if T11 = 1/a2, T22 = 1/b2, T33 = 1/c2, T12 = T23 = T13 = 0 and the c in

(2.31) is 1, then we have an ellipsoid with semi-axes a, b, c. The vector ∇φ(x) is normal

x
∇φ

φ = c

to the surface (2.31) at the point x and from (2.30) we calculate

∇φ(x) = 2Tx.

When the position vector x of a point P on the surface (2.31) is parallel to the normal

at P then the direction OP is said to be a principal direction (or principal axis) of the

quadratic surface, and hence a principal direction (or axis) or eigenvector of T. This

requires that ∇φ(x) is proportional to x, and hence

Tx = λx (Tijxj = λxi in index notation), (2.32)
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where λ is a scalar—the principal value (or eigenvalue) associated with the principal

direction (or eigenvector) x.

Theorem

(a) There exist three mutually orthogonal eigenvectors, x(1),x(2),x(3) say,

(b) the eigenvalues λ1, λ2, λ3 are real,

(c) orthonormal basis vectors e′1, e
′
2, e
′
3, coincident with x(1),x(2),x(3) can be chosen so

that T has components T ′ij = λiδij (no summation), i.e.

T =
3∑
i=1

λie
′
i ⊗ e′i. (2.33)

(c) is also known as the Spectral Representation.

Proof: from (2.32) we have

(T− λiI)x(i) = 0 i ∈ {1, 2, 3}.
Choose axes e′i coincident with x(i), so that

Te′i = λie
′
i (no sum over i).

Next, take the dot product of this equation with e′j:

T ′ij ≡ T ′ji = e′j · (Te′i) = λie
′
j · e′i = λiδij.

Thus,
T = T ′ije

′
i ⊗ e′j

= λiδije
′
i ⊗ e′j (sum over i and j)

=
∑3

i=1 tie
′
i ⊗ e′i.

2.12 Higher-order tensors

Extended tensor product notation A CT(n) can be represented in the form

T = Tijk...ei ⊗ ej ⊗ ek ⊗ . . .
The tensor product of a CT(m), S, and a CT(n), T, is a CT(m+ n) defined by

S⊗T ≡ (Sijk...ei ⊗ ej ⊗ . . . )⊗ (Tpqr...ep ⊗ eq ⊗ . . . )
= Sijk...Tpqr...ei ⊗ ej ⊗ · · · ⊗ ep ⊗ eq ⊗ . . .

Note: there is no need to distinguish between, for example, (ei⊗ej)⊗ek and ei⊗(ej⊗ek),

and we therefore write ei ⊗ ej ⊗ ek, omitting the brackets.

Note: if S and T are both CT(n)s and α, β are real numbers then αS+βT is also CT(n).

CT(n)s therefore form a vector space of dimension 3n with basis ‘vectors’ ei⊗ej⊗ek⊗ . . .
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3 Kinematics

3.1 Bodies, configurations and motions

Definition: A body B is a set whose elements can be put into one-to-one correspondence

with points of a region B in three-dimensional Euclidean point space.

The elements of B are called particles (or material points), and B is called a configuration

of B.

As the body moves the configuration changes with time. Let t ∈ I ⊂ R denote time,

where I is an interval in R. If, with each t ∈ I, we associate a unique configuration Bt of

B then the family of configurations {Bt : t ∈ I} is called a motion of B. We assume that

as B moves continuously then Bt changes continuously.

It is convenient to identify a reference configuration, Br say, which is an arbitrarily chosen

fixed configuration. Then, any particle P of B may be labelled by its position vector X

in Br relative to some origin O. Let x be the position vector of P in the configuration Bt

at time t relative to an origin o (which need not coincide with O).

O o

X x

Br Bt

P
P

We say that B occupies the configuration Bt at time t — Bt is also referred to as the

current configuration.

[Note that Br need not be a configuration actually occupied by B during the motion, but

is often chosen to be the configuration occupied by B at some prescribed time.]

Since Br and Bt are configurations of B there exists a bijection mapping χ : Br → Bt

such that
x = χ(X) for all X ∈ Br,

X = χ−1(x) for all x ∈ Bt. (3.1)

The mapping χ is called the deformation of the body from Br to Bt.

Since Bt depends on t we write

x = χt(X), X = χ−1
t (x) (3.2)
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