V. ASSIGNMENT 1 - OPTIMIZATION AND ROOT
FINDING

Often in physics it is desirable to find opti-
mum conditions and to find the roots of func-
tions numerically. The aim of this assignment
is to investigate a function f(z), which is given
by the formula

f(z) = sin(z® — oz + ax) 2)

where the constant a is different for everybody,
so that everybody is exploring a unique func-
tion. If you write down your student number
(e.g. 12345678) then the last four digits (e.qg.
5678) will be used to determine the value of a.

e the value of a is 0.4 + (digits 5678 to-
gether)/25000

e for example, with the student number
12345678,
a=0.4 + 5678 /25000
=0.4 +0.22712
=.62712

Note that for this function it is necessary that
x > 0 because f(x) will give complex results
for z < 0.

A. Assignment tasks

1. Plot y = f(x). Write a program to cal-
culate f(x) for a range of x values with
2 > 0. A function should be used to eval-
uate f(x). The results should be saved in
a file of the type

zo  f(wo)

v f(x1)

1y f(x2)
...etc.

where f(xz¢), f(z1), f(z2) etc. are the val-
ues of the function evaluated at regularly
spaced z values xq, =1, x2, etc.



The data should be read in with Excel
and plotted on a graph. The graph should
run from z = 0 where f(z) = 0 and have
a long enough range so that the function
crosses the z-axis two or three times at
larger values of .

[40]

2. Write a program to find roots where
f(z) = 0 with the Newton-Raphson
method. The first root is x = 0. Use
the program to find the next two roots
for f(x) = 0. The approximate po-
sitions of these next two roots should
be visible from the graph you plotted.
More accurate values can be found with
the Newton-Raphson method. For the
Newton-Raphson method you will need
f'(z) = 4= which is given by

flz) = Acos(z® —zv + az) (3)

where

1
A=ar* ' ——galyq (4)
a

The program should write each step of
the iteration to a file with output

o f(zo) f'(20)
v f(x) f'(x1)
o f(x2) ['(22)

...etc.

where z, is the chosen start value of z,
and f(zo) and f'(x¢) are values of the
function and gradient evaluated with x;
x is the refined estimate calculated from
xo, f(zo) and f’'(z), and so forth.

[30]

3. Find the most accurate value you can for
the first maximum of f(z). The simplest
way to do this is to use the program writ-
ten for the first part of this assignment
and hunt for it with that. The neatest solu-
tion, however, will be to find the maximum
by either using the Newton-Raphson
method to minimize f’(z) and/or by using
the method of bisection.

[30]

B. What should be handed in

Both paper and electronic submission is re-
quired for this assignment.

1. Paperreport

A paper report should be handed in with the
following key points covered for each task.

1. Ploty = f(x).
e A figure to show the plot of the func-
tion
e A table with a few lines of output from
the program with values of x from 0 to
0.1 in steps of 0.01; viz.,

z | f(z)
0 | f(0)
0.01|£(0.01)
0.02|£(0.02)
...ete.
0.1] £(0.1)

2. Find roots where f(z) =0

e Clearly labelled results to show the
values of x found for the roots where

f(z) =0.
e A table few lines from the output
from the Newton-Raphson optimiza-
tion program; viz.,
x| f(x) | f(x)
zo| f (o) | [ (o)
x| f(z1)| [ (21)
T | f(2)| ' (2)

[y

...etc.

e The result from your Newton-
Raphson  optimization  program
of starting from z = 2; viz.,
x| flx) | f(x)

21 f(2) ] F'(2)

oy | f(w1) | f' (1)
Ty | f(w2) ] f(22)
...ete.

and a comment about how success-
ful this was in reaching a root where

f(z) =0

3. Find the first maximum of f(x)

e Your best value for the maximum of
f(z)

e A description of the method that you
used to find the maximum with sam-
ples of data.

4. Appendix



e A copy of each program used should
be in the appendix clearly labelled.

2. Electronic submission

You should submit

e Electronic copies of the programs used in
this assignment.

e An electronic copy of your paper report.

¢ An electronic copy of the Excel workbook
used to make the plot for the first part of
the assignment.

C. Hints and notes

e Do put plenty of comments in your pro-
grams to explain what each part of each
program does.

¢ In the Newton-Raphson method

_ f(@n)
Tpt1 = Tn — f/(xn) (5)

e The Bisection method is more compli-
cated to program, but has the advantage
that it is not necessary to know f'(z).

If Ty < 1 < T9 and f([L‘l) > f(l’()) and
f(z1) > f(z2) then there must be a local
maximum between z, and z,. This is a
generally true rule.

The Bisection method commences with
three equally spaced z values z,, x;and
o Which satisfy the rule above. Now,
two new z values are determined; x3 is
placed midway between z, and z;, and
x4 IS place midway between z; and x.
f(xz3) and f(z4) are evaluated. There
are now five adjacent points =, < x3 <
T, < 14 < x9; three adjacent points are
chosen which satisfy the rule above and
these three points are taken as the new
xg, x1and x5 values. The same procedure
is repeated until, ultimately, the space be-
tween the three values becomes so small
it is insignificant.



