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Although life as we know it gets a lot of flak, I worry thﬁ:; we d
appreciate it enough and are too complacent about 1 Sin
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If parents have a child who's smarter than they are, who learns
from them and then goes out and accomplishes what they could
only dream of, they’ll probably feel happy and proud, even if they
know they can'’t live to see it all. Parents of a highly intelligent
mass murderer feel differently. We might feel that we have a sim-
ilar parent-child relationship with future Als, regarding them as
the heirs of our values. It will therefore make a huge difference
whether or not future advanced life retains our most cherished
goals.

Another key factor is whether the transition is gradual or
abrupt. I suspect that few are disturbed by the prospects of hu-
mankind gradually evolving, over thousands of years, to become
more intelligent and better adapted to our changing environ-
ment, perhaps also modifying its physical appearance in the
process. On the other hand, many parents would feel ambiva-
lent about having their dream child if they knew it would cost
them their lives. If advanced future technology doesn’t replace
us abruptly but rather upgrades and enhances us gradually, even-
tually merging with us, then this might provide both the goal
retention and the gradualism required for us to view future tech-
nological life-forms as our descendants.

So what will actually happen? This is something we should be
really worried about. The Industrial Revolution has brought us
machines that are stronger than we are. The Information Rev-

olution has brought us machines that are smarter than we are
in certain limited ways, beating us in chess in 2006, on the quiz
show Jeopardy! in 2011, and at driving in 2012, when a computer
was licensed to drive cars in Nevada after being judged safer than
a human. Will computers eventually beat us at all tasks, develop-

ing superhuman intelligence?
I have little doubt that this can happen: Our brains are 2



bunch of particles obeying the laws of physics, and there’s

physical law precluding particles from being arranged in
d computations.
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- Objectively, whoever or whatever controls this teck
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. to lose are the memories they’ve accumulated since their latest

- backup. The ability to readily copy information and software be-
tween Als would probably reduce the strong sense of individuali-

.ty so characteristic of human consciousness: There would be less
of a distinction between you and me if we could trivially share
and copy all our memories and abilities. So a group of nearby Als
may feel more like a single organism with a hive mind.

In summary, will there be a Singularity within our lifetime?
And is this something we should work for or against? On the
one hand, it might solve most of our problems, even mortality. It
could also open up space, the final frontier. Unshackled by the
limitations of our human bodies, such advanced life could rise
up and eventually make much of our observable universe come
alive. On the other hand, it could destroy life as we know it and
everything we care about.

We're nowhere near consensus on either of these two ques-
tions, but that doesn’t mean it’s rational for us to do nothing about
the issue. It could be the best or worst thing ever to happen to life
as we know it, so if there’s even a 1-percent chance that there will
be a Singularity in our lifetime, a reasonable precaution would be
to spend at least 1 percent of our GDP studying the issue an:il de-
ciding what to do about it. Yet we largely ignore it and are curious-
ly complacent about life as we know it getting transformed. What
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we should be worried about is that we're not worried.



