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offspring chromosomes to result a more optimal solution in

the search range. Experientially, crossover rates can be in the
range of 60-80% to satisfy the best solutions. Also, the
mutation rates can be in the range of 1-10% produce good

ing of operating system process is
results [6]. Figure 1 illustrates GA flowchart and its significant

fim_.’l’he scheduli

:‘:;:ﬁ;:;dt::h‘_ hard problem. In this paper, the Genetic

schodilin nique can implement the powerful and efficient

Ciasneti A? p;l;'ces? in the operating system. Accordingly,

Bz whnleg:n M improves the performance and throughput of

PR System. The resulis are shown that the Genetic arameters
BOrithm is always gives the optimal solution of CPU ]

process. As a result, Genetic Algorithms plays a

scheduling
critical role in achieving the best short time of CPU,
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System performance in the operating system can be ‘L

determined by its scheduling process to be efficient or not [1].
Typically process scheduling in an operating system is hard
decision and non-solving problem. The throughput and

efficiency of the system will be maximized depending on the
average waiting time [2]. If scheduling problem get solved,

i the overall system will be more flexible and robust.

Genetic algorithm, developed by John Holland in 1975 [3],
is a search technique widely applied in optimization problems,
with a main objective of evolving a series of solutions and
deriving the best of them through some genetic operations.
Simply, the technique creates a random population of
solutions, and then applies genetic operators such as mutation
and crossover to develop the next generation of solutions.

GAs are a potential solution to this problem which can be
used to evaluate scheduling process of CPU. The offspring can

be produced by using single point crossover between two
parents or “chromosomes”. The crossover is important factor

in GA algorithm aims to improve the population fitness from

generation to generation [4].

The mutation is another operation in GA algorithm. Also,
it used between offspring chromosomes which are produced
by crossover operation. The mutation goal to change an
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Figure 1. : Flowchart describing



Here is the steps that are
g on the conditions in Table 1

enetic Algorithm dependin
MOVE:

» Generate random
(Popcurrent) function.

» Evaluate each individual using

Fit(Popeurrent) by using this formula:

population

using Evop

fitness function

Crossover
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Figure 3 and figure 4 focus on the comparison based on the
ninimum average waiting time for GA, FCFS, SJF, and RR
lgonﬂ!ms'lhe fosuss aro shown Ihat the: Sienctie Algorithm The program results clearly show that the' Genetic
i achw the less average waiting time and grants the Algorithms is able to get the highest performance
timal solutions. throughput in operating system process scheduling. Also, the
Genetic Algorithm proved that the CPU scheduling process
can be solved as easy, optimal and flexible way.

IV. CONCLUSIONS
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